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A few application buzz words

Smart-grid, Cloud/Fog-computing, Remote interactions
Flexible manufacturing, m2m, e-X, X-by-wire, Avionics
Vehicular networks, Collaborative robotics

Sensor Networks, Pervasive computing

Ambient intelligence ...

What do these have in common?

Heavily rely on networking

March 30 -April 1 © Luis Almeida
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+ Distributed embedded systems (DES)
* Networked embedded systems (NES)
- Ubiquitous systems (US)

+ Wireless sensor networks (WSN)

+ Mobile ad-hoc networks (MANET)

March 30 -April 1 © Luis Almeida 3
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Distributed vs networked
+ Distributed Embedded Systems

- System-centered (designed as a whole)
» Confined in space (despite possibly large)
* Normally fixed set of components
* Preference for wired networks

- Most frequent non-functional requirements
- Real-time
- Dependability
- Composability
* Maintainability

March 30 -April 1 © Luis Almeida 4
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Distributed vs networked
« Ubiguitous / Networked Embedded Systems

- Communication-centered
(Interconnected stand-alone equipment)
* Fuzzy notion of global system (and its frontiers)
- Preference for wireless networks

- Most common non-functional requirements
- Scalability o
- Heterogeneity
- Self-configuration Ee'
- Reconfiguration T A

-+ (Soft) real-time H@ \

.
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A unified framework

(Distributed)
Networked Embedded
Embedded  Networked Systems Internet
Systems Monitoring of Things
and Control

Ubiquit
+ Cyber-Physical Systems Sy:}r:lmgus

Towards,

better physical process information for
better control, management and planning
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Cyber-Physical Systems

+ Feedback at many levels

Operator Operator

Workstation Workstation
m Controller | Controller s
isor Sensor Sensor Sensor Sensor S ‘nsor Sensar /
Actuator | Actiator | Actuator | Actuator § Actuator | Actuator | Actualor | Actuator
'm .

Physical World
March 30 -April 1 © Luis Almeida
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Cyber-Physical Systems

The platform determines the degree of

- control over the physical world
- accuracy in the knowledge of the physical world state

Platforms can be
- Static, evolvable, adaptable, uncontrolable...

Models of the phy world
st appllcatm Models of the platform
—— “’_D _ 5, Platform

B A 0  Hw+sw+Comm+
L P VSIca|Wor|d J Energy+...

e ator T e r=ato e
WALl = Cicr rlestaticrm
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Cyber-Physical Systems

o Real-time
Main pilars Composable
s Robust
/";’;— gff icient

Communication

n

Control

Computation Energy
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Networks for CPS

* Are current networks adequate?

- Real-Time communication technologies are
well developed for (static) DES

- Well defined system / communication requirements

- Real-Time communication in large networks
(Cloud/Internet) is essentially best-effort

- Diversity of network service providers

- Needed QoS-oriented protocols may not be available across
providers (e.g., MPLS or RSVP-TE)

* QoS provided mainly by differentiation of traffic classes

* Killer applications (guaranteed latency matters!)

- Smart grid, remote interactions, collaborative robotics, ...
March 30 -April 1 © Luis Almeida 10
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A Ne’rwork Challenge for CPS

Can we provide a channel abstraction that
- is easier to work with for higher layers
» Virtual channels with clear and simple interface

- offers a minimum guaranteed QoS
» Virtual circuit switching (IntServ style)

- is scalable to large networks (Internet scale?)

- considers adaptation to use bandwidth efficiently
» Exploiting timing constraints and playing with slack

- is resilient to overloads /cascaded failure / DoS
» Avoiding thrashing

March 30 -April 1 © Luis Almeida
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A Network Challenge for CPS

+ We need a principled way of
- Establishing )

- Time-oriented Service Level Agreen
- Bandwidth + end-to-end latency and ji

- Enforcing
- Resource Reservations

G

GED

- Composable interfaces
- Dynamic and adaptive
- Using
* Local resource information (e.g. load)

» Time-oriented traffic scheduling

- e.g., deadline-based
© Luis Almeida 12
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A Ne’rwork Challenge for CPS

 Two views

- Internet networking community has focused mainly
on scalability and throughput, not so much on
latency - solutions based on OSI layer 3+

- Embedded networking community has focused on
latency without much consideration for scalability
and throughput = solutions based on OST layer 2

* We need a unifying effort (from L2 up) towards

Scalable, open, efficient real-time communication
and focusing on access networks

March 30 -April 1 © Luis Almeida 13
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Our recent related work

. Building networks ‘: Dynamic virtual channel reservations
« simple composable channel interface

channel abstractior ~. Capacity(B), deadline, period, jitter
« BW = capacity/period

* latency < deadline

* latency(WC-BC) < jitter

T+« hierarchical channel composition
e channels of channels

* allow ranges in interface declaration
 acceptable vs desireable
1 performance levels

.j—ll

March 30 -April 1 © Luis Almeida 14
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On Ethernet networks

* The network element
- Any COTS Ethernet switch
» Approach:

- Control load submitted to the switch
» Allows overriding switch limitations

- The Flexible Time-Triggered paradigm
» Isochronous / asynchronous traffic
* Any on-line traffic scheduling supported

http://www.fe.up.pt/ftt

March 30 -April 1 © Luis Almeida
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Flexible Time-Triggered Sw Ethernet

+ Apps with tight/heterogeneous requirements
* Automation / Transportation Systems / ... ) )
A virtualized

S 0 Internet —
: — —  network

NRT Traffic

Synchronous Window Aynchronous Window
LAN (Lsw) (LAW)
RT Tra ®
SM_1 SM 7 Sporadic window
(LSPW)

Industrial =,

Ethernet > 1 Ethernet
Camera b(: Switch

s N L/

Virtual channels

o % N
58 a0 8
é/ \jl % RT+NRT Traffic & Gt

oler RT Traffic

- Virtualization with hierarchical servers (channels)
- Real-time reconfiguration/adaptation
- Safe connection of components (avoiding DoS)

March 30 -April 1 © Luis Almeida 16
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FTT-SE internals

v" Schedules traffic per cycles
v' Submitting, each cycle, the traffic that fits, only
v Eliminates memory overflows ST master

v" Supports any scheduling

v Full priorities, deadline-based .~ Dﬁ=\ Trigger message

Server-based, ...

G

o .

Q .
ey

< Ethernet switch

.: “
. V . P
K .
5 s
g
K
4
H 5
H
: \
0.‘
#‘ g

Synchronous Asynchronous Synchronous
window Window window

Asynchronous
Window

i
- ”~

EC

March 30 -April 1
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FTT-SE traffic scheduling

v Integrated scheduler for all traffic types

SynC: SRT = {SM, SMi(Ci, D;,, Ti, O;, Pr;, S, {Rli . Rkii}), |:1NS}
Async: ART = {AM, AMi(Ci, D;, miti, Pr;, S;, {Rli . Rkii}), |:1NA}

Sync req
Async ggg Broadcgst to all
requests noaes
‘~
SM,
v
L ™
FP, EDF, ...
|
FTT master l
I
March 30 -April 1 © Luis Almeida

Nodes reaction to the TM in

a given EC
T > I f—
I — 1=
s [>T

Switch with M ports
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* Basic scheduling model:

FTT-SE traffic scheduling

- Schedule within partitions with strict time bounds

- Use inserted idle-time (X)
* There is no blocking

- Any analysis for preemptive scheduling can be used
with inflated transmission times (C')

8 .. ]
EC, X, EC,11 Time

< ............................................. > ) .
duration E X, - Inserted idle-time

1..8 - network variables

We will consider C’ as C and use
preemptive analysis in the following

March 30 -April 1 © Luis Almeida

E
E-X

max

g =c"
/

Inserted idle-time
compensation factor

19
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FTT SE traffic schedulmg

- Interference in the uplinks appears at the downlinks
as release jitter (J)

- Utilization bounds for on-line QoS management
» To be applied to each link separately

Synchronous Window
Master Y[ ) LSW . . max J ;
d v -G L J L lub
Node A" smit ]| _sw2 || svs | i:1..nz-|- T T URm, epr(1)
M| ol i
u SM4 §[ sm5 |[SM6 | n Max J
N > Sh4 LD <UME o (n)
u ....... A T Tl
Node C - =1 "I
df [T™| SM4 | SM3 [ SM6
>f; tim:

March 30 -April 1 © Luis Almeida
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Hierarchical server-based sched.

» Support component-based design techniques:
- Provides efficient resource distribution
- Provides composability based on temporal isolation
- Easily supports dynamic environments

Polling server Deferrable Server Sporadic Server

March 30 -April 1 © Luis Almeida
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Hierarchical server-based sched.

= Servers: SrVyx :(ny ’Tyx ’Mmaxyx ’Mminyx ’Pyx RT yx)

= Streams: ASyX :(ny ’Tmityx’Mmaxyx’Mminyx’Pyx’RT yx)

Yi
C. -Max message Tx time
Lovel scheutr | "
scheduler
X .
- SR Tyx - Period
r2 )
Level 2 server Mmany - Tx time - largest packet

scheduler

o MminyX - Tx time - smallest packet

*...
Level 3 Py - Parent component (server)
scheduler scheduler X
- e RTyX - Response time of each component
Level 4 r4,

stream

March 30 -April 1 © Luis Almeida
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March 30

Response time analysis

I,
Server

First phase

- updates, if needed, /
the maximum iit - r2,
in each branch = A\ —

Mmax = 80

Mmax = 80

Mmax = 45 I'3,

I3, I'3, stream
server server

4

Mmax = 45
4, I'4,

stream stream

-April 1 © Luis Almeida 23
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Response time analysis

Second phase

* top to bottom, check:

RTyX gTyX = Fyx Is schedulable

A
bz, @)

sbfz () | - min service
rbf, (1) / '

=

rbf, () |- max demand

41—’ RT, =shortestt” :rbf, (t") = sbfy, (t")

>
r

March 30 -April 1 © Luis Almeida
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Response time analys

the| children
resy

Veri Define the rbf of the

N

Verify the schedulabilty of
the children —find the

response time upper bound

/

March 30 -April 1

4

I8 Verify the schedulabilty of

r2,
S server

Define the sbf of the
parent

T,

server

Define the sbf of the
parent

i the children —find the

4,

stream

74

response time upper bound

I3,
2rver

I4,

stream

nd

Verify the schedulabilty of
the children —find the
response time upper bound

~—~ -~

Define the sbf of the |of
parent

und

r2,”
bl the children - find the

|

3,

am

© Luis Almeida

Verify the schedulabilty of

response time upper bound

25




,t [MPORTO

FEUP FACULDADE DE ENGENHARIA
UNIVERSIDADE DO PORTO

ACM CCF Advanced
Disciplines Lectures
Wauxi, China

Example of response time analysis

A ™ B

HaRTES switch with server frameworl

phemma

hES

Node D Level4

YA

Level 2

Level 3

[ S s S

y L

| | C | T - Tmit | P | Mimnax | Mmin | RT |

Ty, | 700 1000 - 50 25 -
T, | 400 | 3000 | Ty | 50 25 | 1000
To, |230 | 2000 | Ty | 25 25 | 650
T, | 100 | 8000 | T, | 50 50 | 3630
T., | 250 | 4000 | 1Io, | 25 25 | 3550
Ts, | 25 | 2200 [T | 25 25
Ty | 25 | 7100 [T, | 25 25

Tya) | 50 | 25000 |Is, | 50 50

Ty,b) | 150 | 25000 | T3, | 50 50 || 19600

March 30 -April 1
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—
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2500

2000+

1500 F

1000,
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Example of temporal isolation

=

/ Ball on plane platform
controller

o et [

| A g - = —a—
§ Aperiodic
L - T | Requests 1 2
\\' . [ ‘o (
N s ™ N

-] N

24 & N

c.§ i P

T T |
0 ! 10 ! 20

Sporadic servers

Long video Short control
frames packets

March 30 -April 1 © Luis Almeida
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Example of temporal isolation

Dynamically
reconfigurable
O Slave 2 | virtual channel
FTT-SE network WITh deflnable

temporal properties

March 30 -April 1 © Luis Almeida 29



ACM CCF Advanced
Disciplines Lectures
Wauxi, China

,t [MPORTO

FEUP FACULDADE DE ENGENHARIA
UNIVERSIDADE DO PORTO

Example of temporal isolation

© |
N : E

Dynamically
reconfigurable
¢ Slave 1 Slave 2 : VLAN
"""""" FTTSE network with definable

temporal properties

March 30 -April 1 © Luis Almeida 30
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Example of adaptation

°m Video surveillance system

y .

Adapting the CBR channels bandwidth
9 [B» - exploit BW released by streams that are of f

T ol * reduce the use of too strong compression
* upon operator request

VBR bit streams

5 MJPEG cameras with variable QoS
Frame period (ms) {40, 80, 120, 160}
rame size (kB) [30..60]

March 30 -April 1 © Luis Almeida 31
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Adaptive video surveillance system

Adapting multiple CBR channels
-+ Streams are not always ON
*  Maximize total BW usage

Al

0] (I [ [ 2 IE..F.‘.... cF1 JoFl [oRi

18

o

1E[r=50  |r=50  [r=40 |r=45 |r-45  |r-50  |r-50_ |r-50

15

(| IR RN R O DO R N

13
P e R e s EE R I
D B - 1
ETS I [ T (O (- I I
= oferz ferz = freeo frso JoF3 oS o
e B = [ O i I R Y B

?_

E

£

4

iC;

2

i h
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Adaptive video surveillance system

Adapting multiple CBR channels

- Evolution of the Quality Index (QI)
comparing to statically allocated channels

Qim0 8280
50000 — | C¥=1 5757 il 2 2290 |

LTl NE R
4000
L i PR LI

anm — - — -
~ sman {E=R 9744 || Gr=e 2076 |
0
40000 - =10 & D -
1anm NERCIRS S | F IS T W 1 e
mman : Ly
1 = -
Jda0 - dmamis p—————
— Divrenrmoe C21=01 0213 L —_— —
T |5t QI=05718
in -
1 301 100 1E01 IR | 2E0q 3001 =51

Trmams o
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5 Mbit/s 1 Mbit/s :
6Mbit/s at
V after 20s V

1 Mbit/s 5 Mbit/s
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Examples of reconfiguration

http://www.iland-artemis.org/
ILAND: Service-oriented real-time middleware
for deterministic and dynamically reconfigurable
applications

Camera 1

| !
Camera 1 | |
® @~ L
-~ : m~ Displa =
Display ‘: @\i\\ \\\ : __ K
L__=—__ ] ik TN -
I ~ ,}
| =
|

Camera 2 : ’:’,— P
(o HOI e
SOA modeling i @,',’ Services
|
' |

ki implementations

March 30 -April 1 © Luis Almeida 36
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* Main features:

Input Ports

March 30 -April 1

FTT-enabled switch poa786

Hard Real-Time Ethernet Switching

HaRTES switch

Connection
matrix
_—

Connection
Matrix

Output Ports

http://www.ieeta.pt/Ise/hartes

© Luis Almeida 38
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Adaptive video surveillance system

df i o

Hard Real-Time Ethernet Switching

Surveillance

. system
 Only 1 server is allowed

with more BW at a time.
All others use lower BW.

ri,
server

r2, rz, r2,
server server server

» |P cameras programmed
with constant frame rate

stream

r3, 3

» Forces changes in frame stream stream
rate due to TCP/IP sync @ @ ®

March 30 -April 1 © Luis Almeida
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Scaling up these solutions

Multiple switches per master domain (FTT-sE)
Not so efficient because of limited load per cycle

SFD(m;, k) + SLD
o = o Yy (RIS
SWieR;
Node A (C3) +
_ J
m;ES_inter f(m;) RJ
Mode B =17
NodeC : — ] _—5QD(m,, me€D_interf(m;) ‘
o L jlec] — SFD(m¢, k) + SLD
SWI1->5W2 | ﬁ WI{SLD+SFD | AD BD BE__Ae_) Z ( a )+
i 0 o T oc DB SWiER,
-1
up : L_bc pc_JI oc Y pe N DE DE_J i
NodeD '— E I Imlsnl Efzt:f( JR}W( )
m interf(m;
Node U9 [ SW2(SLD+SFD)r— .
°%€E down| I [Coe I DE_J 8t (A |_‘
C+SFD SQD{ Map, SW2)

March 30 -April 1 © Luis Almeida
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Scaling up these solutions

+ Single switch per master domain (FTT-SE+HaRTES)
- Interconnection with bridges

Master 1
'EJ' ™1

FTT-SE or HaRTES
—~>Manage channels locally
—>Provide channels globally

Resource reservation
protocol (global channels)

Gl —_

Gw: Gateway
" : Deactivation of the Gateway to avoid loop in the network

March 30 -April 1 © Luis Almeida 44
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On wireless networks

Target

v Support cooperating objects, particularly
teams of autonomous robots

Mobile Cyber-Physical Systems

March 30 -April 1 © Luis Almeida
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On wireless networks

Some wireless specifics

v Open medium, uncontrolled environment / load,
non-stationary interference...
v'Real-time properties have low coverage

v'Fading
v'Connectivity among the team not guaranteed
Our claim
v"Robots transmission pattern is typically periodic

v Automatically synchronizing transmissions reduces
chances of collision within the team
v Improved performance mainly in packets lost

March 30 -April 1 © Luis Almeida 46
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Adaptive TDMA

v TDMA (+CSMA/CA) with synchronization on receptions
v" no need for clock sync

v'Phase of round shifted to match external interference
v Maximizes separation between transmissions in the team

v Time constraints - round period Ti,,

Mz" MS’I

\
\ \
: T \
* ) '
\
» \ tuD “
\ \
\ \

Y

A

A
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Adaptive TDMA

v Positive impact verified in practice

v Strongly perceived at the application level under intense
communication «

400

] T T T T T
Adaptive TDMA o | Non-synchronized
(less losses) periodic broadcast
300 E 300 i
H H
E 250 E 250 H
<] -
: %
& 200 | H $ 200
2 £
150 | L 150
100 ik 100
Ju] i 20 30 40 50 &0 TO 80 o i0 20 30 40 S50 &0 TO B0
Tim= (s} Time (s)

a) with sync b) without sync

March 30 -April 1 © Luis Almeida
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Reconfigurable & Adaptive TDMA

v"Robots join and leave dynamically
v crash, maintenance, movements...

v'Fully distributed — virtually configuration-free
2 running robots: % Tup A% 4

5,

(. MR
1:now wai n i
(7o) -

. T \
3 running robots: % tup S

G

A

v

A

March 30 -April 1 © Luis Almeida 49
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Reconfigurable & Adaptive TDMA

Adaptive TDMA: 2 robots running in a team of 10

0100

0.080

in sync: 50%
000 lost packets:

0.020

0.000 1’2%

-0.020

Interval Time (=)

o 1 3 4 &5 & 7 8B 9 10 11 12 14 15 16 17 18 19 @ 22 23 24 25 26 27 28 D 3 32
Time (=)

Dynamic Rec igmlrétmrmaﬂaptive TDMA: 2 robots running

0.Ce0

In sync: 97%

lost packets:
0,3%

24 25 26 27 28 30 31 32 3 34 B B IF F P L0 H 43 44 4 &£ 47 48 49 H B B2 B3 B O &
Time (=)
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Reconfigurable & Adaptive TDMA

v Implemented on WiFi — infrastructured
v CAMBADA project, RoboCup MSL

only ,
odODOt . . T

0.10 L3 o - - e | A | R

0.05 =

Interval Time (s)
N
N
)
QO
=
O
\c\y
o
4

Total Time (s)

March 30 -April 1 © Luis Almeida 51



@S \CM CCF Advanced
Disciplines Lectures
g Wuxi, China

Wrapping up

Cyber-Physical Systems are real-time systems!

Generally involving distribution / collaboration
- Possibly over large networks
* 6ood network performance
(efficient, timely, reliable, secure)
is key to emerging CPS

March 30 -April 1 © Luis Almeida 57
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Wrapping up

Possible solution:

Use resource reservation to partition networks
in a composable way,

particularly using

hierarchical server-based traffic scheduling
but also considering

dynamic reconfiguration and adaptation
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Wrapping up

Two cases
&

<
1. Good control over a(“ drces
- Negotiate & er” ({\0‘ \\(&\\ 'eservations on-line
- Admission 6‘.\ ‘8(‘} .ager...

e
- Good use ®

T-SE and the HaRTES switch

March 30 -April 1 © Luis Almeida

59



; ACM CCF Advanced
o Disciplines Lectures
Wauxi, China

Two cases (\o“
2. Poor control over ne* er‘° 25 (Mobile CPS)
- Adaptive soft re- o O Q-
- Adaptive tr° \)‘\\0 ’<\O

- Good use cc .configurable & Adaptive TDMA
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Some pending issues

Law enforcement

How strong/robust is the enforcing of
proper resource usage?

Control over resources and flexibility
management imply extra resource needs
(BW, CPU, energy ...) |

- Also imply extra complexityl With potential for
lower reliability!

* Global resource reservation protocol ..

March 30 -April 1 © Luis Almeida

61



; ACM CCF Advanced
o Disciplines Lectures
Wauxi, China

‘t [MPORTO

FACULDADE D!
FEUP UNIVERSIDADE DO PORTO

Some pending issues

Voluntary cooperation

+ Some kind of guarantees (probabilistic)
would be welcomel
- Characterization of operational environments
- Varying communication links
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Some pending issues

Flexibility management

* How to distribute spare BW among a set of
users?
- Elastic models
- (m,k)-firm model
- Greedy models ...
- ActonC,on T, on both...

March 30 -April 1 © Luis Almeida

64



; ACM CCF Advanced
o Disciplines Lectures
Wauxi, China

Some pending issues

Flexibility management (cont)
* When and how to adapt / reconfigure?
* Flexible mode changes...

* How to relate resource usage and QoS?
Or even better, QoE?
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